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10 Synchronization Analysis and Recurrence in Complex Systems

M. C. Romano, M. Thiel, Jürgen Kurths, M. Rolfs, R. Engbert, and R. Kliegl

We discuss an approach to detect and quantify phase synchronization in the case of coupled non-phase-coherent oscillators, which is based on the recurrence properties of the underlying system. First, we present an index which detects phase synchronization without computing the phase directly. We show that this index is also appropriate for non-phase-coherent systems, i.e., systems with a rather broad power spectrum. Furthermore, we illustrate the applicability of this index for time series strongly contaminated by noise.

Second, we present an algorithm, which is also based on recurrence to generate surrogates to test for phase synchronization. The generated surrogates correspond to independent copies of the underlying system. Hence, computing a phase synchronization index between one observed oscillator and the surrogate of the second oscillator, we can test for phase synchronization.

Finally, we apply the recurrence-based index, as well as the recurrence-based surrogates to fixational eye movements and find strong indications that both the left and right fixational eye movements are synchronized.

10.1 Introduction

The study of synchronization goes back to the seventeenth century and begins with the analysis of synchronization of nonlinear periodic systems. The synchronization phenomenon was probably discovered first by Huygens in 1673, who noticed that two pendulum clocks that hang on the same beam can synchronize. This discovery can be considered as the beginning of Nonlinear Science. The synchronization of the flashing of fireflies, the peculiarities of adjacent organ pipes which can almost annihilate each other or speak in unison, or the synchronization of diodes are other well known examples.

However, the research of synchronization in complex systems did not begin until the end of the eighties. It has been studied extensively during the last years [1–4], as this phenomenon has found numerous applications in natural (cardiorespiration, Parkinson patients, ecology, El Niño-Monsoon, etc.) [5–10] and engineering (lasers, plasma, tubes, etc.) systems [11–13]. Two systems are
said to be phase synchronized when their respective frequencies and phases are locked. Note that synchronization is a process (of adapting rhythms) and not a state. Till now phase synchronization (PS) of chaotic systems has been mainly observed for attractors with rather coherent phase dynamics. These attractors have a relatively simple topology of oscillations and a well-pronounced peak in the power spectrum, which allows to introduce the phase and the characteristic frequency of motions, Eq. (10.2). However, some difficulties appear when dealing with non-coherent attractors characterized by a rather broadband power spectra. Then it might not be straightforward to define a phase of the oscillations, and in general no single characteristic time scale exists. In contrast to phase coherent attractors, it is quite unclear whether some phase synchronized state can be achieved (Fig. 10.1).

To treat this problem, we propose a method based on another basic property of complex chaotic systems: recurrences in phase space. The concept of recurrence in dynamical systems goes back to Poincaré [14], when he proved that after a sufficiently long time interval, the trajectory of an isolated mechanical system will return arbitrarily close to each former point of its route. We will show that the concept of recurrence allows to detect indirectly synchronization and works even in the case of noisy non-phase-coherent oscillators. Instead of defining directly the phase, we consider the coincidence of certain recurrence structures of both coupled subsystems. By means of this comparison we are able to detect synchronization in complex systems.

Another important problem in the synchronization analysis is that even though the synchronization measures may be normalized, experimental time series often yield values which are not at the borders of the interval and hence are difficult to interpret. This problem can be overcome if the coupling strength between the two systems can be varied systematically and a rather large change in the measure can be observed, i.e., we have a so called active experiment [1–4]. However, there are other kind of experiments (passive ones), in which it is not possible to change the coupling strength systematically, e.g., the synchronization of the heart beats of a mother with her fetus [15]. In some cases, this problem has been tackled by interchanging the pairs of oscillators [15], for example the EEGs of other pregnant women were used as “natural surrogates.” These surrogates are independent and hence not in PS with the original system. Hence, if the synchronization index obtained with the original data is not significantly higher than the index obtained with the natural surrogates, there is no sufficient evidence to claim synchronization. But even this rather innovative approach has some drawbacks. The natural variability and also the frequency of the heart beats of the surrogate mothers are usually lightly different from the ones of the real mother. Furthermore, the data acquisition can be expensive and at least in some cases problematic or even impossible (e.g., geophysical time series). In these cases it would be convenient to perform a hypothesis test based on surrogates generated by a mathematical algorithm.
Therefore, we present a technique for the generation of surrogates, which is based on the recurrences of a system. These surrogates mimic the dynamical behavior of the system. Then, computing the synchronization index between one subsystem of the original system and the other subsystem of the surrogate, and comparing it with the synchronization index obtained for the original system, we can test for PS.

In Section 10.2, we introduce the concept of recurrence, as well as the synchronization index based on the recurrence properties of the system. In Section 10.3 we show how to detect another kind of synchronization, namely generalized synchronization (GS) by means of recurrences and in Section 10.4 we show that the recurrence-based indices indicate the transition to PS and GS in accordance with other known theoretical methods. In Section 10.5 we present the twin surrogates technique and apply it to test for synchronization in the paradigmatic two coupled Rössler systems. In Section 10.6 we show an application of the recurrence-based index and surrogates to measured physiological data, namely fixational eye movements.

10.2 Phase Synchronization by Means of Recurrences

First, we exemplify the problem of defining the phase in systems with rather broad power spectrum by the paradigmatic system of two coupled nonidentical Rössler oscillators

\[
\begin{align*}
\dot{x}_{1,2} &= -\omega_{1,2}y_{1,2} - z_{1,2}, \\
\dot{y}_{1,2} &= \omega_{1,2}x_{1,2} + ay_{1,2} + \mu(y_{2,1} - y_{1,2}), \\
\dot{z}_{1,2} &= 0.1 + z_{1,2}(x_{1,2} - 8.5),
\end{align*}
\]

where \(\mu\) is the coupling strength and \(\omega_{1,2}\) determine the mean intrinsic frequency of the (uncoupled) oscillators in the case of phase coherent attractors. In our simulations we take \(\omega_1 = 0.98\) and \(\omega_2 = 1.02\). The parameter \(a \in [0.15 : 0.3]\) governs the topology of the chaotic attractor. When \(a\) is below a critical value \(a_c\) (\(a_c \approx 0.186\) for \(\omega_1 = 0.98\) and \(a_c \approx 0.195\) for \(\omega_2 = 1.02\)), the chaotic trajectories always cycle around the unstable fixed point \((x_0, y_0) \approx (0, 0)\) in the \((x, y)\) subspace, i.e., \(\max(y) > y_0\) (Fig. 10.1(a)). In this case, simply the rotation angle

\[
\phi = \arctan \frac{y}{x}
\]

(10.2)

can be defined as the phase, which increases almost uniformly. The oscillator has a coherent phase dynamics, i.e., the diffusion of the phase dynamics is very low (\(10^{-5}\) to \(10^{-4}\)). In this case, other phase definitions, e.g., based on the Hilbert transform or on the Poincaré section, yield equivalent results [1–4]. However, beyond the critical value \(a_c\), the trajectories no longer always completely cycle around \((x_0, y_0)\), and some \(\max(y) < y_0\) occur, which are associated with faster returns of the orbits; the attractor becomes a funnel one. Such earlier returns in
the funnel attractor happen more frequently with increasing $a$ (Fig. 10.1(b)). It is clear that for the funnel attractors, usual (and rather simple) definitions of phase, such as Eq. (10.2), are no longer applicable [1–4].

Rosenblum et al. have proposed in [16] to use an ensemble of phase coherent oscillators which is driven by the non-phase-coherent oscillator in order to estimate the frequency of the last, and hence detect PS in such kind of systems. However, depending on the component one uses to couple the non-phase-coherent oscillator to the coherent ones, the result of the obtained frequency can be different.

Furthermore, Osipov et al. [17] have proposed another approach which is based on the general idea of the curvature of an arbitrary curve [18]. For any two-dimensional curve $r_t = (u, v)$ the angle velocity at each point is $\nu = \frac{d\phi}{dt}$, where $\frac{d\phi}{dt} = \frac{\dot{u}v - \dot{v}u}{\dot{u}^2 + \dot{v}^2}$ is the curvature. If $R > 0$ at each point, then $\nu = \frac{d\phi}{dt} = \frac{\dot{u}v - \dot{v}u}{\dot{u}^2 + \dot{v}^2}$ is always positive and therefore the variable $\phi$ defined as $\phi = \int \nu \, dt = \arctan \frac{\dot{u}}{\dot{v}}$, is a monotonically growing angle function of time and can be considered as a phase.
10.2 Phase Synchronization by Means of Recurrences

of the oscillations. Geometrically it means that the projection \( r_2 = (\dot{u}, \dot{v}) \) is a curve cycling monotonically around a certain point.

These definitions of \( \phi \) and \( \nu \) hold in general for any dynamical system if the projection of the phase trajectory onto some plane is a curve with a positive curvature. This approach is applicable to a large variety of chaotic oscillators, such as the Lorenz system [19], the Chua circuit [20] or the model of an ideal four-level laser with periodic pump modulation [21].

This is clear for phase-coherent as well as funnel attractors in the Rössler oscillator. Here projections of chaotic trajectories on the plane \((\dot{x}, \dot{y})\) always rotate around the origin (Fig. 10.1(c) and (d)) and the phase can be defined as

\[
\phi = \arctan \frac{\dot{y}}{\dot{x}}. \tag{10.3}
\]

We have to note that for funnel-like chaotic attractors the coupling may change their topology. As a consequence the strong cyclic structure of orbits projection in the \((x, y)\)-plane may be destroyed and the phase measurement by Eq. (10.3) fails occasionally for intermediate values of coupling. But for small coupling and for coupling near the transition to PS, the phase is well-defined by Eq. (10.3) [22].

We consider two criteria to detect the existence of PS: Locking of the mean frequencies \( \Omega_1 = \langle \nu_1 \rangle = \Omega_2 = \langle \nu_2 \rangle \), and locking of the phase \(|\phi_2(t) - \phi_1(t)| \leq const \) (we restrict here to \(1:1\) synchronization). Applying the new definition of the phase Eq. (10.3) to the system defined by Eq. (10.1) for \( a = 0.2925 \) (strongly noncoherent) and \( \mu = 0.179 \), one obtains the phase difference represented in Fig. 10.2.

We find two large plateaus in the evolution of the difference of the phases with time, i.e., we detect PS, but we also find a phase slip associated to a different number of oscillations in the two oscillators in the represented period of time. This means, we observe the rare occurrence of phase slip. It is interesting to note that in this system PS occurs after one of the positive Lyapunov exponents passes to negative values, i.e., it is also a transition to generalized chaotic synchronization (GS).

Although this approach works well in non-phase-coherent model systems, we have to consider that one is often confronted with the computation of the phase in experimental time series, which are usually corrupted by noise. In this case, some difficulties may appear when computing the phase by Eq. (10.3), because derivatives are involved in its definition.

Hence, we propose a different approach based on recurrences in phase space to detect PS indirectly. We define a recurrence of the trajectory of a dynamical system \([x(i)]_{i=1}^{N}\) in the following way: We say that the trajectory has returned at time \( t = j\delta t \) to the former point in phase space visited at \( t = i\delta t \) if

\[
R_{i,j}^{(\epsilon)} = \Theta(\epsilon - ||x(i) - x(j)||) = 1, \tag{10.4}
\]

where \( \epsilon \) is a pre-defined threshold, \( \Theta(\cdot) \) is the Heaviside function and \( \delta t \) is the sampling rate. A “1” in the matrix at \( i, j \) means that \( x(i) \) and \( x(i) \) are neighbor-
Fig. 10.2: (a) Time evolution of phase difference of the system of Eq. (10.1). (b) Variables $\dot{y}_{1,2}$ in system (10.1) for $a = 0.2925$ and $\mu = 0.179$. Solid and dotted lines correspond to the first and the second oscillator, respectively. In the time interval between dashed lines the first oscillator produces four rotations in the $(\dot{x}_1, \dot{y}_1)$-plane around the origin, but the second one generates only three rotations, which leads to a phase slip in (a).

ing, a “0” that they are not. The black and white representation of this binary matrix is called recurrence plot (RP). This method has been intensively studied in the last years: Different measures of complexity have been proposed based on the structures obtained in the RP and have found numerous applications in, e.g., physiology and earth science [23–27]. Furthermore, it has been even shown that some dynamical invariants can be estimated by means of the recurrence structures [28].

Based on this definition of recurrence, we want to tackle the problem of performing a synchronization analysis in the case of non-phase-coherent systems. We avoid the direct definition of the phase and instead use the recurrence properties of the systems in the following way: The probability $P^{(\varepsilon)}(\tau)$ that the system returns to the neighborhood of a former point $x(i)$ of the trajectory\(^1\) after $\tau$ time steps can be estimated as follows:

$$P^{(\varepsilon)}(\tau) = \frac{1}{N-\tau} \sum_{i=1}^{N-\tau} \Theta(\varepsilon - \|x(i) - x(i + \tau)\|) = \frac{1}{N-\tau} \sum_{i=1}^{N-\tau} R_{i,i+\tau}^{(\varepsilon)}.$$  \hspace{1cm} (10.5)

This function can be regarded as a generalized autocorrelation function, as it also describes higher order correlations between the points of the trajectory in

\(^1\) The neighborhood is defined as a box of size $\varepsilon$ centered at $x(i)$, as we use the maximum norm.
dependence on the time delay \( \tau \). A further advantage with respect to the linear autocorrelation function is that \( \hat{P}^{(\varepsilon)}(\tau) \) is defined for a trajectory in phase space and not only for a single observable of the system’s trajectory. Further, we have recently shown that it is possible to reconstruct the attractor by only considering the recurrences of single components of the system \[29\] and it is also possible to estimate dynamical invariants of the system (e.g., entropies and dimensions) by means of recurrences in phase space \[28\]. Hence, the recurrences of the system in phase space contain information about higher order dependencies within the components of the system.

For a periodic system with period length \( T \) in a two-dimensional phase space, it can be easily shown that

\[
P(\tau) = \lim_{\varepsilon \to 0} \hat{P}^{(\varepsilon)}(\tau) = \begin{cases} 
1 & \tau = T \\
0 & \text{otherwise} 
\end{cases}.
\]

For coherent chaotic oscillators, such as Eq. (10.1) for \( a = 0.16 \), \( \hat{P}^{(\varepsilon)}(\tau) \) has well-expressed local maxima at multiples of the mean period, but the probability of recurrence after one or more rotations around the fixed point is less than one (Fig. 10.5).

Analyzing the probability of recurrence, it is possible to detect PS for non-phase-coherent oscillators, too. This approach is based on the following idea: Originally, a phase \( \phi \) is assigned to a periodic trajectory \( x \) in phase space, by projecting the trajectory onto a plane and choosing an origin, around which the trajectory oscillates all the time. Then an increment of \( 2\pi \) is assigned to \( \phi \), when the point of the trajectory has returned to its starting position, i.e., when \( \|x(t + T) - x(t)\| = 0 \). Analogously to the case of a periodic system, we can refer an increment of \( 2\pi \) to \( \phi \) to a complex nonperiodic trajectory \( x(t) \), when \( \|x(t + T) - x(t)\| \sim 0 \), or equivalently when \( \|x(t + T) - x(t)\| < \varepsilon \), where \( \varepsilon \) is a predefined threshold. That means, a recurrence \( R_{t, t+\tau}^{(\varepsilon)} = 1 \) can be interpreted as an increment of \( 2\pi \) of the phase in the time interval \( \tau \).

\( \hat{P}^{(\varepsilon)}(\tau) \) can be viewed as a statistical measure on how often \( \phi \) in the original phase space has increased by \( 2\pi \) or multiples of \( 2\pi \) within the time interval \( \tau \). If two systems are in PS, in the mean, the phases of both systems increase by \( k \cdot 2\pi \), with \( k \) a natural number, within the same time interval \( \tau \). Hence, looking at the coincidence of the positions of the maxima of \( \hat{P}^{(\varepsilon)}(\tau) \) for both systems, we can quantitatively identify PS (from now on, we omit \( \varepsilon \) and \( \bar{\tau} \) in \( \hat{P}^{(\varepsilon)}(\tau) \) to simplify the notation). The proposed algorithm then consists of two steps:

- Compute \( P_{1,2}(\tau) \) of both systems based on Eq. (10.5).
- Compute the cross-correlation coefficient between \( P_1(\tau) \) and \( P_2(\tau) \) (correlation between probabilities of recurrence, CPR)

\[
\text{CPR}^{1,2} = \frac{\langle \hat{P}_1(\tau)\hat{P}_2(\tau) \rangle_\tau}{\sigma_1 \sigma_2},
\tag{10.6}
\]

This can be considered as an alternative definition of the phase to Eqs. (10.2) and (10.3).
10.2.1 Examples of Application

In this section we exemplify the application of CPR to detect PS for four prototypical chaotic systems. The number of data points used for the analysis presented here is 5000.

1. We start with the periodically driven Rössler system [1–4]

\[
\begin{align*}
\dot{x} &= -y - z + \mu \cos(\omega t) \\
\dot{y} &= x + 0.15y \\
\dot{z} &= 0.4 + z(x - 8.5).
\end{align*}
\]

For the frequency \( \omega = 1.04 \) and the coupling strength \( \mu = 0.16 \), the periodic forcing locks the frequency of the Rössler system. This can be clearly seen in Fig. 10.3(a). The position of the maxima coincide. The value of the recurrence-based PS index (Eq. (10.6)) is \( \text{CPR} = 0.862 \).

For the parameters \( \omega = 1.1 \) and \( \mu = 0.16 \), the periodic forcing does not synchronize the Rössler system. Hence, the joint probability of recurrence is very low, which is reflected in the drift of the peaks of the corresponding \( P(\tau) \) (Fig. 10.3(b)). In this case, \( \text{CPR} = -0.00241 \).
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Fig. 10.4: $P(\tau)$ for a periodically driven Lorenz in PS (a) and in non-PS (b). Solid line: $P(\tau)$ of the driven Lorenz, dashed line: $P(\tau)$ of the periodic forcing.

2. We continue our considerations with the periodically driven Lorenz system for the standard parameters

\[
\begin{align*}
\dot{x} &= 10(y - x) \\
\dot{y} &= 28x - y - xz \\
\dot{z} &= -8/3z + xy + \mu \cos(\omega t).
\end{align*}
\] (10.8)

In Fig. 10.4(a) the probabilities of recurrence $P(\tau)$ in the PS case ($\mu = 10$, $\omega = 8.35$) are represented. We see that the position of the local maxima of the Lorenz oscillator coincide with the ones of the periodic forcing. However, the local maxima are not as high as in the case of the Rössler system, and they are broader. This reflects the effective noise which is intrinsic in the Lorenz system [1–4]. Therefore, the phase synchronization is not perfect: An exact frequency locking between the periodic forcing and the driven Lorenz cannot be observed [30]. In this case, we obtain $\text{CPR} = 0.667$. In the non-PS case ($\mu = 10$, $\omega = 7.5$), we obtain $\text{CPR} = 0.147$ (Fig. 10.4(b)).

3. Next, we consider the case of two mutually coupled Rössler systems in the phase coherent regime, more precisely we analyze Eqs. (10.1) with $a = 0.16$. According to [17], for $\omega_1 = 0.98, \omega_2 = 1.02$ and $\mu = 0.05$ both systems are in PS. We observe that the local maxima of $P_1$ and $P_2$ occur at $\tau = n \cdot T$, where $T$ is the mean period of both Rössler systems (Fig. 10.5(a)). The heights of the local maxima are in general different for both systems if they are only in PS and not in, e.g., complete synchronization or generalized synchronization. But the positions of the local maxima of $P(\tau)$ coincide. In this case, we obtain $\text{CPR} = 0.998$. 
At a coupling strength of $\mu = 0.02$ the systems are not in PS and the positions of the maxima of $P(\tau)$ do not coincide anymore (Fig. 10.5(b)), clearly indicating that the frequencies are not locked. In this case, we obtain $\text{CPR} = 0.115$.

4. As a last example with simulated data, we analyze the challenging case of two mutually coupled Rössler systems in the funnel regime. Therefore, we study Eqs. (10.1) with $a = 0.2925$, $\omega_1 = 0.98$, and $\omega_2 = 1.02$. We analyze two different coupling strengths: $\mu = 0.2$ and $\mu = 0.05$. We observe that the structure of $P(\tau)$ in the funnel regime (Fig. 10.6) is rather different from the one in the phase coherent Rössler system (Fig. 10.5). The peaks in $P(\tau)$ are not as well pronounced as in the coherent regime, reflecting the different time scales that play a crucial role and the broad-band power spectrum of this system. However, we notice that for $\mu = 0.2$ the locations of the local maxima coincide for both oscillators (Fig. 10.6(a)), indicating PS, whereas for $\mu = 0.05$ the positions of the local maxima do not coincide anymore (Fig. 10.6(b)), indicating non-PS. These results are in accordance with [17].

In the PS case, we obtain $\text{CPR} = 0.988$, and in the non-PS case, $\text{CPR} = 0.145$. Note that the position of the first peak in Fig. 10.6(b) coincides, although the oscillators are not in PS. This is due to the small frequency mismatch ($|\omega_1 - \omega_2| = 0.04$). However, by means of the index CPR we can distinguish rather well between both regimes.
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Fig. 10.6: $P(\tau)$ for two mutually coupled Rössler systems (Eqs. (10.1)) in funnel regime ($a = 0.2925$) for $\mu = 0.2$ (a) and for $\mu = 0.05$ (b). Bold line: $P_1(\tau)$, solid line: $P_2(\tau)$.

Fig. 10.7: First component $x_1$ of Eqs. (10.1) with 80% independent Gaussian noise (for $\mu = 0.05$). From the figure it is clearly recognizable that it is difficult to compute the phase by means of, e.g., the Hilbert transformation.

10.2.2 Influence of Noise

Measurement errors are omnipresent in experimental time series. Hence, it is necessary to analyze the influence of noise on CPR (correlation of probability of recurrence).
First, we treat additive or observational white noise. We use Eqs. (10.1) with two different coupling strengths, so that we can compute the deviation which is caused by noise in the nonsynchronized and in the synchronized case.

We add independent Gaussian noise with standard deviation \( \sigma_{\text{noise}} = \alpha \sigma_j \) to each coordinate \( j \) of the system, where \( \sigma_j \) is the standard deviation of the component \( j \) and \( \alpha \) is the noise level. In Fig. 10.7 the “corrupted” x-component of the first Rössler subsystem \( \tilde{x}_1(t) = x_1(t) + \alpha \sigma_1 \eta(t) \) is represented. Herein \( \eta(t) \) is a realization of Gaussian noise and \( \alpha = 0.8 \). From Fig. 10.7 it is obvious that it is difficult to compute the phase by means of, e.g., the Hilbert transformation for such a high noise level without filtering.

The choice of \( \varepsilon \) for the computation of \( P_1(\tau) \) and \( P_2(\tau) \) in the presence of noise is performed automatically by fixing the recurrence rate RR, i.e., the percentage of recurrence points in the recurrence matrix, Eq. (10.4). The results presented below were computed for RR = 0.1, but the results are rather independent of the choice of RR. However, RR should not be chosen too small if the level of noise is very high [23–27].

In order to compute CPR for the noisy oscillators, we calculate first the probabilities of recurrence \( P_1(\tau) \) and \( P_2(\tau) \) for coupling strengths \( \mu = 0.05 \) (PS, Fig. 10.8) and \( \mu = 0.02 \) (non-PS, Fig. 10.9).

We note that the peaks in \( P_1(\tau) \) and \( P_2(\tau) \) become lower and broader (Figs. 10.8(b) and 10.9(b)) compared with the noise free case (Figs. 10.8(a) and 10.9(a)), which is expected. However, despite of the large level of noise, the positions of the local
maxima coincide in the PS case, and they drift away in the non-PS case. This a convenient result, because we can still decide whether the oscillators are synchronized in a statistical sense or not. This is reflected in the obtained values for the CPR index: at a noise level of 80% noise, in the PS case the obtained value for CPR is exactly the same with and without noise, and in the non-PS case it is nearly the same (see Table 10.1). This shows that the index CPR for PS is very robust against observational noise.

Now, we analyze the influence of colored noise on the index CPR. We add a realization of colored noise with a very high noise amplitude to each component of the first system and another realization of colored noise with a smaller noise amplitude to each component of the second system (see Fig. 10.10(a) and (b) and the corresponding caption). Other methods fail determining the phase in this case, as for example the one presented in [17], because it requires the computation of the derivative of the time series, and due to the large level of noise, this is not possible. But by means of $P(\tau)$ we can distinguish PS from non-PS even in this case (Fig. 10.10(c) and (d)): We obtain CPR = 0.0276 for the non-PS case and CPR = 0.530 for the PS case.

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>CPR (80% noise)</th>
<th>CPR (0% noise)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02 (non-PS)</td>
<td>0.149</td>
<td>0.115</td>
</tr>
<tr>
<td>0.05 (PS)</td>
<td>0.998</td>
<td>0.998</td>
</tr>
</tbody>
</table>

Fig. 10.9: Probabilities of recurrence for two coupled Rössler systems (Eqs. (10.1)) in non-PS ($\mu = 0.02$) without noise (a) and with 80% Gaussian observational noise (b). Bold line: subsystem 1, solid line: subsystem 2.
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Fig. 10.10: (a,b) Segments of the x-components of the trajectories of two mutually coupled Rössler systems in phase coherent regime (\(\alpha = 0.16\)) strongly contaminated by colored noise. A realization of \(r_{t+1} = 0.99r_t + 10\eta_t\) and \(s_{t+1} = 0.982s_t + \xi_t\) were respectively added to each component of the Rössler systems. (a) non-PS (\(\mu = 0.02\)). (b) PS (\(\mu = 0.05\)). (c) \(P(\tau)\) for the two noisy Rössler for \(\mu = 0.02\) (non-PS), (d) \(P(\tau)\) for the two noisy Rössler for \(\mu = 0.05\) (PS). Solid line: system 1, dashed line: system 2.

10.3 Generalized Synchronization and Recurrence

In this section we treat the issue of synchronization of coupled systems which are essentially different. This problem has been addressed first in [31, 32]. In this case, there is in general no trivial manifold in the phase space which attracts the systems’ trajectories. It has been shown that these systems can synchronize in a more general way, namely \(y = \psi(x)\), where \(\psi\) is a transformation which maps asymptotically the trajectories of \(x\) into the ones of the attractor \(y\). This kind of synchronization is called generalized synchronization (GS). The properties of the function \(\psi\) depend on the features of the systems \(x\) and \(y\), as well as on the attraction properties of the synchronization manifold \(y = \psi(x)\) [33]. GS has been demonstrated in laboratory experiments for electronic circuits and laser systems [34–38] and has found applications for the design of communication devices [39–43] and model verification and parameter estimations from time series [44, 45].

Some statistical measures have been introduced for the detection of GS, such as the method of mutual false nearest neighbors [31, 32] or variations of the method proposed and analyzed in [46–48], which are based on the squared mean distance and conditional distance between mutual nearest neighbors. Some other methods are based on the mutual predictability to detect dynamical interdependence [49, 50]. There, the nearest neighbors of each subsystem are computed separately in the respective (sub)state space.
In this section we present a criterion for the detection of GS, which exploits the relationship between the geometric connection of both systems and their recurrences. The connection between recurrences and GS is even more straightforward than the one between recurrences and PS. One can see that the concept of GS is linked to the one of recurrence, considering the fact that when \( x(t) \) and \( y(t) \) are in GS, two close states in the phase space of \( x \) correspond to two close states in the space of \( y \) \cite{31, 32}. Hence, the ”neighborhood identity” in phase space is preserved, i.e., they are topologically equivalent. Since the recurrence matrix (Eq. (10.4)) is nothing else but a record of the neighborhood of each point of the trajectory, one can conclude that two systems are in GS if their respective RPs are almost identical. Note that it is possible, under some conditions, to reconstruct the rank order of the time series considering only the information contained in the RP \cite{29}. Therefore, we can use the recurrence properties to detect and quantify GS.

However, in practice we note that the recurrence matrices of two systems in GS are very similar, but not identical. Several reasons can be given to explain this observation: The finite \( \varepsilon \)-threshold, computational roundoff errors, measurements inaccuracies, etc. Hence, we construct an index that quantifies the degree of similarity between the respective recurrences of both systems. It compares the recurrences of each point of the first system with the local recurrences of the second system. This index has the advantage that it distinguishes rather well between non-PS, PS, and GS.

This index is based on the average probability of joint recurrence over time, given by

\[
RR^{x,y} = \frac{1}{N^2} \sum_{i,j=1}^{N} \Theta(\varepsilon^x - ||x_i - x_j||) \Theta(\varepsilon^y - ||y_i - y_j||).
\]  

(10.9)
If both systems $x$ and $y$ are independent from each other, then the average probability of a joint recurrence\(^3\) is given by $RR^{x\cdot y} = RR^x RR^y$. If the oscillators are on the other hand in GS, we expect an approximate identity of their respective recurrences, and hence $RR^{x\cdot y} = RR^x = RR^y$ [31, 32].

For the computation of the recurrence matrix in the case of essentially different systems that undergo GS, it is more appropriate to use a fixed number of nearest neighbors for each column in the matrix, following the idea presented in [46–48], than using a fixed threshold. This means that the threshold is different for each column in the RP, but subjected to the following condition $\sum_{j=1}^{N} \Theta(\epsilon - \|x_i - x_j\|) = A \forall i$, where $A$ is the fixed number of nearest neighbors.

We can automatically fix the $RR$ by means of $RR = AN/N^2 = A/N$, and using the same $A$ for each subsystem $x$ and $y$, $RR^x = RR^y = RR$.

Hence, the coefficient $S = \frac{RR^{x\cdot y}}{RR}$ is an index for GS that varies from $RR$ to $1$: It is approximately $RR$ for independent systems, and it is close to $1$ for systems in GS. However, with the index $S$ we would not detect lag synchronization (LS) $(y(t+\tau) = x(t))$. Since LS can be considered as a special case of GS [52], it would be desirable to have an index that also detects LS. For this reason, we include a time lag $\tau$ in the similarity and introduce the following quotient: \(^{10.10}\)

$$S(\tau) = \frac{1/N^2 \sum_{i,j} \Theta(\epsilon^x_i - \|x_i - x_j\|) \Theta(\epsilon^y_i - \|y_{i+\tau} - y_{j+\tau}\|)}{RR},$$

where the thresholds $\epsilon^x_i$ and $\epsilon^y_i$ fulfill the following conditions: $\sum_{i=1}^{N} \Theta(\epsilon^x_i - \|x_i - x_j\|) = A$ and $\sum_{i=1}^{N} \Theta(\epsilon^y_i - \|y_i - y_j\|) = A \forall i$. Then, we choose the maximum value of $S(\tau)$ and normalize

$$\text{JPR} = \max_{\tau} \left( \frac{S(\tau) - RR}{1 - RR} \right).$$

\(^{10.11}\)

We denote this index by JPR because it is based on the average joint probability of recurrence. Since $S(\tau)$ varies between $RR$ and $1$, JPR ranges from $0$ to $1$. The value of $RR$ is a free parameter and its choice depends on the case under study. We consider rather low values of $RR$, e.g., $1\%$ or $2\%$ as appropriate.

### 10.3.1 Examples of Application

In this section we show two examples of chaotic systems that undergo GS and compute for them the recurrence-based index JPR (Eq. (10.11)).

1. First we consider a Lorenz system driven by a Rössler system. The equations of the driving system are

$$\begin{align*}
\dot{x}_1 &= 2 + x_1(x_2 - 4) \\
\dot{x}_2 &= -x_1 + x_3 \\
\dot{x}_3 &= x_2 + 0.45x_3,
\end{align*}$$

\(^{10.12}\)

Note that the average probability of a joint recurrence is the recurrence rate of the joint recurrence plot (JRP) [51].
and following are the equations of the driven system:

\[
\begin{align*}
\dot{y}_1 &= -\sigma(y_1 - y_2) \\
\dot{y}_2 &= ru(t) - y_2 - u(t)y_3 \\
\dot{y}_3 &= u(t)y_2 - by_3,
\end{align*}
\]

(10.13)

where \( u(t) = x_1(t) + x_2(t) + x_3(t) \) and the parameters were chosen as follows: \( \sigma = 10, r = 28, \) and \( b = 2.666. \) In [53] it was shown that the systems given by Eqs. (10.12) and (10.13) are in GS, since the driven Lorenz system is asymptotically stable.

To illustrate that they are completely different systems and that they are not in LS or even partially synchronized, Fig. 10.11 shows the projections of the system (Eqs. (10.12)) (a), of the system (Eqs. (10.13)) (b) and the \( x_2 \) versus \( y_2 \) diagram (c).

When dealing with experimental time series, usually only one observable of the system is available. Hence, we perform the analysis with just one component of each system to illustrate the applicability of the proposed method (we use 10,000 data points with a sampling time interval of 0.02 s). In this example, we take \( x_3 \) and \( y_3 \) as observables, respectively. Then, we reconstruct the phase space vectors using delay coordinates [54]. For the subsystem \( x \) we obtain the following embedding parameters [55]: delay time \( \tau = 5 \) and embedding dimension \( m = 3. \) For the subsystem \( y \) we find: \( \tau = 5 \) and \( m = 7. \) The corresponding RPs and JRP are represented in Fig. 10.12.

We see that despite of the essential difference between both subsystems, their RPs are very similar (Fig. 10.12(a) and (b)). Therefore, the structures are reflected also in the JRP and consequently, its recurrence rate is rather high. In this case, with the choice \( RR = 0.02 \) we obtain \( JPR = 0.605 \) (the value of JPR is similar for other choices of RR).

In order to illustrate the second case, where both subsystems are independent (Fig. 10.13), we compute the RP of the Rössler system (Eqs. (10.12)) and of
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Fig. 10.12: (a) RP of the Rössler subsystem (Eqs. (10.12)). (b) RP of the driven Lorenz subsystem (Eqs. (10.13)). (c) JRP of whole system (Eqs. (10.12) and (10.13)).

the independent Lorenz system,⁴ as well as their JRP (Fig. 10.14). Note that the mean probability over time for a joint recurrence is very small, as the JRP has almost no recurrence points. In this case, one obtains JPR = 0.047 using embedding parameters \( \tau = 5 \) and \( m = 3 \) for both systems, and RR = 0.02.

For \( \sigma = 10 \) and \( b = 8/3 \) they display chaotic behavior.

2. Two mutually coupled Rössler systems (Eqs. (10.1)): for the coupling strength \( \mu = 0.11 \) both oscillators are in LS, as can be seen from Fig. 10.15.

In this case, the RPs of both subsystems are obviously almost identical, except for a displacement on \( \tau \) in the diagonal direction. Computing the index following Eq. (10.11), we obtain the value JPR = 0.988 (JPR in this case is not exactly 1), because we do not have perfect LS, i.e., \( x(t + \tau) \approx y(t) \) [52]). For a smaller coupling strength \( \mu = 0.02 \) the oscillators are not in LS anymore. The obtained value in this case JPR = 0.014.

⁴ The Lorenz equations are given by  \( \dot{x} = -\sigma x + \sigma y, \dot{y} = -xz + rx - y, \dot{z} = xy - bz \). For \( \sigma = 10 \) and \( b = 8/3 \) they display chaotic behavior.
10.4 Transitions to Synchronization

We have seen in the previous sections that the indices CPR and JPR clearly distinguish between oscillators in PS and oscillators which are not in PS, respectively.

---

**Fig. 10.13:** Projection of the Rössler system (Eqs. (10.12)) (a), the independent Lorenz system (see footnote 4) (b) and the diagram $x_2$ versus $y_2$, where $x_2$ is the second component of the Rössler system and $y_2$ is the second component of the independent Lorenz system (c).

**Fig. 10.14:** (a) RP of the Rössler subsystem (Eqs. (10.12)). (b) RP of the independent Lorenz system (see footnote 4) (c) JRP of whole system.
Fig. 10.15: Example of lag synchronization: It is clearly seen that $x_1$ (bold line) goes behind $y_1$ (solid line). It holds: $x_1(t + \tau) = y_1(t)$, with $\tau = 4$.

GS. On the other hand, the synchronization indices should not only distinguish between synchronized and nonsynchronized regimes, but also clearly indicate the onset of PS, respectively of GS.

In order to demonstrate that the recurrence-based indices fulfill this condition, we exemplify their application in the two cases: Two mutually coupled Rössler systems in a phase coherent regime and in a non-phase-coherent funnel regime (Eqs. (10.1)) with $a = 0.16$, respectively $a = 0.2925$. In both the cases we increase the coupling strength $\mu$ continuously and compute for each value of $\mu$ the indices CPR and JPR.

On the other hand, in the phase coherent case for a not too large but fixed frequency mismatch between both oscillators and increasing coupling strength, the transitions to PS and LS are reflected by the Lyapunov spectrum [1–4]. If both oscillators are not in PS, there are two zero Lyapunov exponents ($\lambda_3$ and $\lambda_4$), which correspond to the (almost) independent phases. Increasing the coupling strength, the fourth Lyapunov exponent $\lambda_4$ becomes negative (Fig. 10.16(c)), indicating the onset of PS. For higher coupling strengths, the second Lyapunov exponent $\lambda_2$ crosses zero, which indicates the establishment of a strong correlation between the amplitudes (Fig. 10.16(c)). This last transition occurs almost simultaneously with the onset of LS [52]. Therefore, we compute for our two examples also $\lambda_2$ and $\lambda_4$ in order to validate the results obtained with CPR and JPR.

In Fig. 10.16 the indices CPR (a) and JPR (b) are represented for increasing

---

5 For other cases, e.g., for a fixed coupling strength and decreasing frequency mismatch, or for a large frequency mismatch and increasing coupling strength, the transition to PS is not always simply reflected in the Lyapunov spectrum [17, 51].
coupling strength $\mu$ for the phase coherent case. In (c) $\lambda_2$ and $\lambda_4$ are shown in dependence on $\mu$.

By means of CPR, the transition to PS is detected when CPR becomes of the order of 1. We see from Fig. 10.16(a) that the transition to PS occurs at approximately $\mu = 0.037$, in accordance with the transition of the fourth Lyapunov exponent $\lambda_4$ to negative values. The index JPR shows three plateaus in dependence on the coupling strength (Fig. 10.16(b)), indicating the onset of PS at the beginning of the second one. On the other hand, JPR clearly indicates the onset of LS because it becomes nearly one (third plateau) at approximately $\mu = 0.1$ (Fig. 10.16(b)), after the transition from hyperchaoticity to chaoticity, which takes place at approximately $\mu = 0.08$ (Fig. 10.16(c)). Between $\mu = 0.08$ and $\mu = 0.1$, the values of JPR have large fluctuations. This reflects the intermittent LS [1–4], where LS is interrupted by intermittent bursts of no synchronization.

Now we regard the more complex case of two coupled Rössler systems in the non-phase-coherent funnel regime, where the direct application of the Hilbert transformation is not possible [17]. In Fig. 10.16 the coefficients CPR and JPR are represented for this case in dependence on the coupling strength $\mu$. Again, $\lambda_2$ and $\lambda_4$ are also shown (Fig. 10.16(f)).
First, note that for $\mu > 0.02$, $\lambda_4$ has already passed to negative values (Fig. 10.16(f)). However, CPR is still rather low, indicating that both oscillators are not in PS yet. CPR does not indicate PS until $\mu = 0.18$ (Fig. 10.16(d)), as found with other techniques [17]. Furthermore, we see from Fig. 10.16(f) that $\lambda_2$ vanishes at $\mu \sim 0.17$. This transition indicates that the amplitudes of both oscillators become highly correlated. At approximately the same coupling strength, JPR reaches rather high values, indicating the transition to GS (Fig. 10.16(e)). Then, according to the index CPR the transition to PS occurs after the onset of GS. This is a general result that holds for systems with a strong phase diffusion, as reported in [17]. For highly non-phase-coherent systems, there is more than one characteristic time scale. Hence, a rather high coupling strength is necessary in order to obtain phase locking of both oscillators. Hence, PS is not possible without a strong correlation in the amplitudes. PS for such non-phase-coherent systems has been recently found and analyzed in electrochemical oscillators [56] and in El Niño-Monsoon system [57].

Note that the synchronization indices presented in these sections based on recurrences are applicable to multivariate time series.

### 10.5 Twin Surrogates to Test for PS

As we have mentioned in Section 10.1, another essential problem in the synchronization analysis of observed time series is the construction of an appropriate hypothesis test to test for PS. Several approaches in this direction have been published [58, 59]. Usually, these are linear surrogates based on randomization of the Fourier phases [60, 61]. They mimic the individual spectra of the two components of the original bivariate series as well as their cross-spectrum, i.e., their linear properties, but not the higher order moments. In this case, the corresponding null hypothesis is that the putative synchronization in the underlying system can be explained by a bivariate linear stochastic process. The specificity of this test is not always satisfactory, because the concept of PS assumes the mutual adaption of self-sustained oscillators, i.e., nonlinear deterministic systems. On the other hand, pseudo-periodic surrogates (PPS) have been proposed to test the null hypothesis that an observed time series is consistent with an uncorrelated noise-driven periodic orbit [62]. The PPS are in a certain sense closer to the surrogates needed to test for PS as they correspond to trajectories of a deterministic system with noise, but they are still not appropriate to test for PS, as they are not able to model chaotic oscillators. Therefore, we present a technique for the generation of surrogates which are consistent with the null hypothesis of a trajectory of the same underlying system, but starting at different initial conditions [63]. Hence, they can also be used to test for PS in the case of chaotic oscillators.

The main idea consists in exchanging one original subsystem with one surrogate. Then, if the synchronization index obtained for the original system is not significantly different from the one computed for the exchanged subsystems, we
have no sufficient evidence to claim synchronization (see Fig. 10.17). One could argue that the same can be achieved using different realizations of the same process and exchanging the subsystems. However, there are cases where it is not possible to measure several realizations, like, e.g., in geophysical systems.

The construction of the surrogates we present in this section is also based on the recurrence matrix (10.4). It is important to note that if the recurrence matrix is computed from a univariate time series, it contains all topological information about the underlying attractor, which therefore can be reconstructed from it [29].

Hence, a first idea for the generation of surrogates is to change the structures in a RP consistently with the ones produced by the underlying dynamical system. In this way one could reconstruct a new realization of the trajectory from the modified $R_{k,i}$. However, one cannot arbitrarily interchange columns in an RP, because such a modification changes the distribution of diagonal lines and hence the entropy and predictability of the system [28].

Therefore, we propose a modified approach. In general, in an RP there are identical columns, i.e., $R_{k,i} = R_{k,j} \forall k$ [28]. Thus, there are points which are not only neighbors (i.e., $\|x_i - x_j\|_\infty < \varepsilon$), but which also share the same neighborhood. Reconstructing the attractor from an RP, the respective neighborhoods of these points cannot help to distinguish them, i.e., from this point of view they are identical. This is why we will call them twins. Twins are special points of the time series as they are indistinguishable considering their neighborhoods but in general different and hence, have different pasts and —more important—different futures. The key idea of how to introduce the randomness needed for the generation of surrogates of a deterministic system is that one can jump randomly to one of the possible futures of the existing twins.

Fig. 10.17: This diagram represents the main idea using twin surrogates to test for PS.
A surrogate trajectory $x^s(i)$ of $x(i)$ with $i = 1, \ldots, N$ is then generated in the following way:

1. Identify all pairs of twins.
2. Choose an arbitrary starting point, say $x^s(1) = x(k)$.
3. If $x(k)$ has no twin, the next point of the surrogate trajectory is $x^s(2) = x(k + 1)$.
4. If $x(k)$ has a twin, say $x(m)$, then one can go to either $x(k + 1)$ or $x(m + 1)$, i.e., $x^s(2) = x(k + 1)$ or $x^s(2) = x(m + 1)$ with equal probability $^6$.

Steps three and four are then iterated until the surrogate time series has the same length as the original one.

This algorithm creates twin surrogates (TS) which are shadows of a (typical) trajectory of the system [64]. In the limit of an infinitely long original trajectory, its surrogates are characterized by the same dynamical invariants and the same attractor. However, if the measure of the attractor can be estimated from the observed finite trajectory reasonably well, its surrogates share the same statistics. Also their power spectra and correlation functions are consistent with the ones of the original system. TS do not only seem to give reasonable results for deterministic systems; the TS of for example an ARMA process also show the typical behavior of a linear Gaussian process.

Next, we use the TS to test for PS. The idea behind this approach is similar to the one by means of “natural surrogates” in the mother–fetus heartbeat synchronization [15]. Suppose that we have two coupled self-sustained oscillators $x_1(t)$ and $x_2(t)$. Then, we generate $M$ TS of the joint system, i.e., $x_1^s(i)(t)$ and $x_2^s(i)(t)$, with $i = 1, \ldots, M$. These surrogates are independent copies of the joint system, i.e., trajectories of the whole system beginning at different initial conditions. Note that the coupling between $x_1(t)$ and $x_2(t)$ is also mimicked by the surrogates. Next, we compute the differences between the phases of the original system $\Delta \Phi(t) = \Phi_1(t) - \Phi_2(t)$ applying, e.g., the analytical signal approach [1–4] and compare them with $\Delta \Phi^s(i)(t) = \Phi_1^s(i)(t) - \Phi_2^s(i)(t)$ (one can also consider $\Phi_1^s(i)(t) - \Phi_2(t)$). Then, if $\Delta \Phi(t)$ does not differ significantly from $\Delta \Phi^s(i)(t)$ with respect to some index for PS, the null hypothesis cannot be rejected and hence, we do not have enough evidence to state PS.

As a test case, we consider two nonidentical, mutually coupled Rössler oscillators

$$
\begin{align*}
\dot{x}_{1,2} &= -(1 \pm \nu)y_{1,2} - z_{1,2} + \varepsilon(x_{2,1} - x_{1,2}), \\
\dot{y}_{1,2} &= (1 \pm \nu)x_{1,2} + 0.15y_{1,2}, \\
\dot{z}_{1,2} &= 0.2 + z_{1,2} + z_{1,2}(x_{1,2} - 10),
\end{align*}
$$

(10.14)

where $\nu = 0.015$ denotes the frequency mismatch. In this “active experiment”, we vary the coupling strength $\varepsilon$ from 0 to 0.08 and compute a PS index for the original trajectory for each value of $\varepsilon$. Next we generate 200 TS and compute the PS index.

$^6$ If triplets occur one proceeds analogously.
index between the measured first oscillator and the surrogates of the second one. As PS index we use the mean resultant length \( R \) of complex phase vectors [65, 66], which is motivated by Kuramoto’s order parameter [67]

\[
R = \left| \frac{1}{N} \sum_{t=1}^{N} \exp(i\Delta \Phi(t)) \right|.
\tag{10.15}
\]

It takes on values in the interval from 0 (non PS) to 1 (perfect PS) [65, 66]. Let \( R^{s_i} \) denote the PS index between the first oscillator and the surrogate \( i \) of the second one. To reject the null hypothesis at a significance value \( \alpha \), \( R \) must be larger than \( (1 - \alpha) \cdot 100 \) percent of all \( R^{s_i} \). Note that this corresponds to computing the significance level from the cumulative histogram at the level \( (1 - \alpha) \).

Figure 10.18(a) shows the results for \( R \) of the original system (bold line) and the 1% (solid) significance level. Figure 10.18(b) displays the difference between \( R \) of the original system and the 1%, 2% and 5% significance level. For \( \varepsilon < 0.025 \), \( R \) of the original system is, as expected, below the significance levels and hence the difference is negative, and for higher values of \( \varepsilon \) the curves cross (the difference becomes positive). This is in agreement with the criterion for PS via Lyapunov exponents \( \lambda_i \) [1–4]: \( \lambda_4 \) becomes negative at \( \varepsilon \sim 0.028 \) (Fig. 10.18(b)), which approximately coincides with the intersection of the curve of \( R \) for the original system and the significance level (zero-crossing of the curves in Fig. 10.18(b)). Therefore, we recognize successfully the PS region by means of the TS.

Note that also the significance limit increases when the transition to PS occurs (Fig. 10.18(a)). As the TS mimic both the linear and nonlinear characteristics of the system, the surrogates of the second oscillator have in the PS region the same mean frequency as the first original oscillator. Hence \( R^{s_i} \) is rather high. However, \( \Phi_1(t) \) and \( \Phi_2^{s_i}(t) \) do not adapt to each other, as they are independent. Hence, the value of \( R \) for the original system is significantly higher than the \( R^{s_i} \). We state in conclusion that even though the obtained value for a normalized PS index is higher than 0.97 (right side of Fig. 10.18(a)), this does not offer conclusive evidence for PS. Hence, the knowledge of the PS index alone does not provide sufficient evidence for PS. Note that the more phase coherent the oscillators are, the more difficult it is to decide whether they are in PS or not. A certain phase diffusion, which allows to measure the adaptation of the phases of the interacting oscillators is necessary to detect PS. However, the test based on the TS reveals whether there is enough evidence for PS.

Next, we perform an analysis of the specificity and sensitivity of the test for \( \varepsilon = 0 \) and \( \nu = 0 \). For 100 random initial conditions of the Rössler system and a significance level of \( \alpha = 1\% \), the null hypothesis was erroneously rejected only in 1 out of the 100 cases. This is a rather auspicious result, as due to the identical frequencies, it is extremely difficult to recognize that there is no PS in this case [68]. In the case of \( \varepsilon = 0.02 \) (e.g., no PS) and \( \nu = 0.015 \), there were no erroneous rejections of the null hypothesis. Finally, for PS (\( \varepsilon = 0.045 \) and
Fig. 10.18: (a) $R$ of the original two mutually coupled Rössler systems with a frequency mismatch of $\nu = 0.015$ (bold) and significance level of 1% (solid). (b) Difference between $R$ of the original data and significance level of 1% (solid), 2% (dashed) and 5% (dashed-dotted). The zero line is plotted (dotted) to guide the eye. (c) Four largest Lyapunov exponents for the six-dimensional system considered. $\lambda_4$ is highlighted and the arrow indicates the transition to PS.

$\nu = 0.015$, in all 100 test runs the null hypothesis was correctly rejected. These results indicate that the specificity and sensitivity of the test are good.

10.6 Application to Fixational Eye Movements

Next we apply the recurrence approach to check fixational movements of left and right eyes for PS. During fixation of a stationary target our eyes perform small involuntary and allegedly erratic movements to counteract retinal adaptation. If these eye movements are experimentally suppressed, retinal adaptation to the constant input induces very rapid perceptual fading [69, 70]. Moreover, statistical correlations show a timescale separation from persistence to antipersistence [71]. Persistence on the short timescale counteracts retinal fading, whereas antipersistence on the long timescale contributes to stability of ocular disparity. According to current textbook knowledge, the fixational movements of the left and right eyes are correlated very poorly at best [72]. Therefore, it is highly desirable to examine these processes from a perspective of PS. We analyze the data of two subjects. Each performed three trials, in which they fixated a small stimulus (black square on a white background, $3 \times$ pixels on a computer display) with a spatial extent of
Fig. 10.19: Simultaneous recording of left (bold) and right (solid) fixational eye movements (a) horizontal component (b) vertical component.

0.12°, or 7.2 arc · min. Eye movements were recorded using an EyeLink-II system (SR Research, Osgoode, Ontario, Canada) with a sampling rate of 500 Hz and an instrument spatial resolution less than 0.005°. Figure 10.19 shows a segment of the horizontal (a) and vertical (b) component of the eye movements for one person.

The data were first high-pass filtered applying a difference filter \( \tilde{x}(t) = x(t) - x(t - \tau) \) with \( \tau = 40 \text{ ms} \) in order to eliminate the slow drift of the data. After this filtering, we find an oscillatory trajectory, which has maximum spectral power in the frequency range between 3 and 8 Hz (Fig. 10.20(a) and (b)). However, the trajectories of the eyes are rather noisy and non-phase-coherent. Therefore, it is cumbersome to estimate the phase of these data. Hence we apply the recurrence-based measure CPR introduced in Section 10.2 and we obtain the values displayed in the first column of Table 10.2. First, we observe that the variability between the different trials is smaller for the first participant as for the second one. Furthermore, the values of CPR are rather high for the first participant but not so high for the second one. Hence, a hypothesis test should be performed in order to get statistically significant results.

Therefore, we compute 200 twin surrogates of the left eye’s trajectory. In Fig. 10.20(c) the horizontal component of one surrogate is represented. At a first glance, the characteristics of the original time series are well reproduced by the twin surrogate. In Fig. 10.20(d) the corresponding periodogram is displayed. It is also noteworthy that the structure of the original curve (Fig. 10.20(b)) is also qualitatively reproduced. The periodogram of the twin surrogate is of course not identical with the one of the original time series. This is consistent with the null hypothesis of another realization of the same underlying process, respectively another trajectory starting at different initial conditions of the same underlying dynamical system.

Now, we compute the recurrence-based synchronization index CPR\(^{s}\) between the twin surrogates of the left eye and the measured right eye’s trajectory. In Fig. 10.21 the results of the test of one trial are visualized.
Fig. 10.20: Filtered horizontal component of the left eye of one participant (a) and its corresponding periodogram (b). In (c) the horizontal component of one surrogate of the left eye is represented and in (d) its corresponding periodogram.

Fig. 10.21: Result of the test performed for one trial of one participant. The PS index for the original data (bold line) is significantly different from the one of the surrogates (solid).

The second column of Table 10.2 summarizes the results for both subjects and all trials.

In all cases, the PS index of the original data is significantly different from the ones of the surrogates, which strongly indicates that the concept of PS can be successfully applied to study the interaction between the trajectories of the left and
right eyes during fixation. This result also suggests that the physiological mechanism in the brain that produces the fixational eye movements controls both eyes simultaneously, i.e., there might be only one center in the brain that produces the fixational movements in both eyes or a close link between two centers. Our finding of PS between left and right eyes is in good agreement with current knowledge of the physiology of the oculomotor circuitry. In a single-cell study, 66% of abducens motor neurons fired in relation to the movements of either eye, while premotor neurons in the brainstem encode monocular movements [73]. Thus, motor neurons – as the final common pathway of neural control of eye movements – are candidates for the synchronization of left and right fixational movements. Furthermore, we are interested in whether the fixational movements in the horizontal and vertical direction of one eye are synchronized. Horizontal and vertical saccadic eye movements are controlled in two spatially distinct brainstem nuclei [74]. Therefore, we can expect that, on the level of fixational eye movements, horizontal and vertical components are independent. Applying the synchronization index CPR between the x- and y-component of the left eye of each participant for each trial and generate 200 surrogates of the two-dimensional trajectory of the left eye. Then we compare the synchronization index CPR between the original x-component and the y-component of the surrogates. We find in all but one cases that CPR is not significantly different from CPR (see Table 10.3). Hence, we do not have evidence to claim synchronization between the horizontal and vertical components of the eye movements, as expected.

10.7 Conclusions

In conclusion, we have presented solutions to two main problems of the synchronization analysis of measured time series: The detection of PS in non-phase-coherent systems and the hypothesis test for PS, which is interesting especially for passive experiments, where the coupling strength between the two subsystems cannot be varied systematically.
Tab. 10.3: Results for the test for PS between the horizontal and vertical components of fixational movements of one eye performed for three trials for the two participants. 200 surrogates were used for the test. In all cases but one, we failed to reject the null hypothesis at a 2% level.

<table>
<thead>
<tr>
<th>Participant</th>
<th>CPR of the original data</th>
<th>Null hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>M.R.</td>
<td>0.3746</td>
<td>Not rejected</td>
</tr>
<tr>
<td></td>
<td>0.6103</td>
<td>Not rejected</td>
</tr>
<tr>
<td></td>
<td>0.4812</td>
<td>Rejected</td>
</tr>
<tr>
<td>M.T.</td>
<td>0.4681</td>
<td>Not rejected</td>
</tr>
<tr>
<td></td>
<td>0.3194</td>
<td>Not rejected</td>
</tr>
<tr>
<td></td>
<td>0.4172</td>
<td>Not rejected</td>
</tr>
</tbody>
</table>

We have given solutions to these two problems based on the concept of recurrence in phase space. First, we have shown that by means of the recurrence properties it is possible to detect indirectly PS even in the case of non-phase-coherent and strong noisy time series. Furthermore, it is also possible to detect GS by means of recurrences. Second, the method of twin surrogates has been presented, which is also based on recurrence, and we have shown that it can be used to test for PS.

We have used the well studied system of two mutually coupled Rössler oscillators in order to validate the techniques proposed. Furthermore, we have tested for PS in experiments of binocular fixational movements and found that the left and right eyes are in PS, in agreement with physiological results about the functional role of motor neurons in the final common pathway for the control of eye movements. Hence, we have shown that the techniques proposed are also applicable to rather noisy observed time series.
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